Probability and Statistics (D-INFK)
Lecturer: Prof. Dr. Dylan Possamai Coordinator: Daniel Krsek

PROBABILITY AND STATISTICS

Exercise sheet 9 - Solutions

MC 9.1. Let X ~ N(0,1) and let ® denote the distribution function of X. Which of the following statements
are true? (The number of correct answers is between 0 and 4.)

(a) For every a < b, we have P[X € (a,b]] = ®(b) — ®(a).
(b) The random variable Z := 2X — 3 has distribution N (—3,2).
(c) For every a < b, we have P[X € (a,b]] > 0.

)

(d) P[X <34] =1 — ®(—34).

Solution:
(a) is true.
(b) is not true because Z ~ N (—3,4).

(c) is true, since p(x) > 0 for every x € R, where ¢ = ®’ is the density function of X.

) is true. By symmetry and continuity of the normal distribution,

P[X <34 =P[X > —34] =1 — P[X < —34] = 1 — &(—34).

Exercise 9.2. Let X and Y be random variables with joint density

cxye Y, f0<z<yand0 <y,

fX,Y(zyy) crye [O,y](x) [0, )(y) {07 otherwise,

for a constant ¢ € R.

(a) Find the value of c.
Hint: You may use the identity

/ y"e Ydy =n! forn € N.
0

(b) Find the marginal density fy of Y.

(c) Compute the expectation E[X2/Y].

Solution:
(a) We must have 1 = [[ fx y(z,y)dzdy.
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So we get ¢ = 3.

(b) We have
fr(y) = /fx,y(x,y)drf

Yy
— Loy (v) [ ave Vs
0
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_ e Y
= e o) x 2|
3
Yy
= 656 yl[O,oo)(y)
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=%5¢ o), yeR.
(¢) We compute
X2 2
B3| =[] S rer sy
ooy
=c z3e Ydady
o Jo
oo 4
= c/ y—e_ydy
0
c
- x 4!
1%
= 6¢
= 2.

Exercise 9.3. Let S ~ N(—5,4?) and T ~ N(10,3?%) be independent.

(a) Compute P[S < T7.

(b) Would the computation of P[S < T also be correct without the assumption of independence?

(c) Compute the variance Var[R] of R =S — 2T
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(d) Would the computation of Var[R] also be correct without the assumption of independence?

Hint: You may use the following fact: If X and Y are independent and normally distributed, then X +Y
is also normally distributed.

Let further U ~ U([1,3]) and V ~ U([0,4]) (i.e., fu(u) = $1p 5 (u) and fv (v) = $1(94(v)) be independent.
(e) Compute E[2U + V3.
(f) Would the computation of E[2U + V3] also be correct without the assumption of independence?

Solution:

(a) P[S < T] = P[S —T < 0]. Since S and —T are independent (just like S and T'), and =T ~
N(=10,32), we have S — T ~ N (=5 — 10,42 + 32) = N/(~15, 25).

We consider the standardized variable Z = @ ~ N(0,1) and compute

S—T+15 15
ootHb Dy ®(3) ~ 0.9987.

P[S <T]=P[S—T <0 =P - -

S— 2

(b) No. For example, consider T := 32 + 35, which implies 7 ~ N(10,32) and S — T = 0

N (=15,1), hence S — T + 15 ~ N(0,1), and thus P[S — T < 0] = ®(15) > ®(3).

1
4

(c) Since S and —27T are independent, we have Var[R] = Var[S — 27] = Var[S] + 22Var[T] =
42 + 22 x 3% = 16 + 36 = 52.

(d) No. You can try computing the probability for instance for the case described in (b), which
gives a different result.

(e) First, compute
3

E[U}z/oo ufU(u)du:/lg;Ldu:ljl2 =2.

— 00

u=1
Alternatively, since U ~ U([a, b]), we can use the formula E[U] = “t2 to compute

143

E[U] = =5

2.

Further,
4.3

”Zdv - x 4% = 16.

BV = [ o=

—o00 0

4 x4

Using linearity of expectation,

E[2U + V3] = 2E[U] + E[V?3] = 4 + 16 = 20.

(f) Yes, because we only used linearity of expectation, not independence. Therefore, the result
remains valid even if U and V are not independent.

Exercise 9.4. A rectangle is given with random side lengths X and Y. The joint density of X and Y is
given by

Ca®+y?), 0<z<1L0<y<l,

0, otherwise.

Ixy(z,y) = {
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(a) Determine the constant C'.
(b) Compute the marginal densities of X and Y.
(¢) Are X and Y independent? Justify your answer.
(d)
)

(e) Compute the expected area of the rectangle.

Compute the probability that side X is more than twice as long as side Y.

Solution:

(a) Since [[ fxy(z,y)dzdy =1, we compute:

e L1 11\ 2
/0 /0 C(a? +y*)dzdy = C/O <3 +y2> dy=C <3 + 3> =3C
So we find C' = 2
(b) For the marginal density of X, for 0 <z < 1, we have

- 3 ! 2 2 3 2 1
(z) = Ixy(@y)dy =5 | (@ +y7)dy=g2°+ 5.
—o0 0

Thus,

3,21
535 + bR 0 S €T S 1,
€Tr) =
fx(@) {0, otherwise.

Analogously, for the marginal density of Y, for 0 < y < 1, we have

o0 3 [t 3 1
:/ fxy(z,y)de = */ (2® +y°)de =~y + .
A 2 o 2 2

Thus,

3,2, 1

5Y + 9 0 S Yy S 17
fy(y) = 2 2 .

0, otherwise.

(¢) X and Y are independent if and only if fx y(x,y) = fx(z)fy(y), which is not the case here.
Therefore, X and Y are not independent.

(d)
PX >2Y] = //1{r>2y}fxyxydxdy— // %) dyda
—7/ A d—3 +
“2), (2 T8x3)™ 4><2 4><4><3

3 1\ 3 13 13
=— |14+ —=|=—x—=— ~0.2031.
16( +12) 1612 g~ 023

E[XY] = //xyfxya:ydxdy— // 23y + xy®)dady
B 1 14 3 _3
—5/0 (ﬁ*ﬂ)dy—z(s*s)—s-
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Exercise 9.5. Let X1, X5,... be a sequence of independent, identically distributed random variables with
distribution function F. The empirical distribution function F,, : R x Q — [0, 1] is defined as

1 n
w)i= =D X<ty
i=1

The value F,(t,w) thus describes the relative frequency of those X;(w) that are less that ¢ among the first
n. Therefore, w — F,(t,w) is a random variable for each t € R.

(a) Let t € R be arbitrary and define Y; := 1;x,<; for i« € N. Show that Y;,Y5,... is a sequence of
independent, identically distributed random variables. What is E[Y7]?

(b) Show that for every ¢ € R, the empirical distribution function F),(f) converges almost surely to F'(t) as
n — oo.

Solution:
(a) For each i € N, the random variable Y; can only take the values 1 and 0. We have

P[Y; = 0] = P[X; > t] = P[X; > ]

and
PlY; = 1] = P[X; <t =P[X; <,

since X1, Xo,... are identically distributed. Hence, the sequence Y7, Y5, ... is also identically
distributed, and we have

E[Y1]=0xP[Y; =0/ 4+ 1 x P[Y; = 1] = P[X; <] = F(t),
where we recall that F' denotes the distribution function of X;. Since X7, Xs, ... are independent,
the random variables Y7, Y5, ... are also independent.

(b) Let t € R be arbitrary, and let Y7,Y5,... be as defined in (a). We know that Y7,Ys,... is
a sequence of independent and identically distributed random variables. By the law of large
numbers, it follows that

Z lix,<iy = ZY T2 E[Yi] = F(t)  almost surely.

Exercise 9.6. In this problem, we compute the limit
nok
. ann
Jime > g
k=0
(a) Let X ~ Poisson(\) for some A > 0. Compute E[X] and Var[X].

Hint: It might be easier to compute E[X (X — 1)] and then use linearity to find E[X?].

(b) Use the central limit theorem to show that the limit above is equal to 1/2.
Hint: Recall that for two independent random variables X, Y with X ~ Poisson(A), A > 0, and
Y ~ Poisson(u), p > 0, the sum satisfies X + Y ~ Poisson(A + ).
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Solution:

(a) By the formula for expectation for discrete random variables, we have
oo o0 [e ) y
)\ A=t N
_ o A -A _ N A
_kE:OkpX E ke B E e =) =\ g e 7l =\

Similarly, we get

> A N L A
EX(X —1)]=> k(k—1) k]d:vz A(ka)v:AQZ Ao =
k=0 k=2 7=0 J

Hence,

Var[X] = E[X?] — (E[X])? = E[X(X — )] + E[X] — (E[X])2 = M2+ X = A2 = \.

(b) Let X7, Xo,... be independent and identically distributed Poisson(1) random variables. From
part (a), we know that E[X;] = Var[X] = 1.

Moreover, S,, = X; + - -+ X,, is again Poisson distributed with parameter n (see the hint). By
the central limit theorem, we have

n n k
nz% Zefn%_

k=0 k=0 : k=

- Sp—n
P[S, = k] =P[S, <n] =P |~ < 0] 2225 9(0) = =.
0 st




Probability and Statistics (D-INFK)
Lecturer: Prof. Dr. Dylan Possamai Coordinator: Daniel Krsek

Table of standard normal distribution

[ ] 000 | 001 | 002 | 003 | 004 | 005 | 006 | 0.07 | 0.08 | 0.09

0.0 || 0.5000 | 0.5040 | 0.5080 | 0.5120 | 0.5160 | 0.5199 | 0.5239 | 0.5279 | 0.5319 | 0.5359
0.1 || 0.5398 | 0.5438 | 0.5478 | 0.5517 | 0.5557 | 0.5596 | 0.5636 | 0.5675 | 0.5714 | 0.5753
0.2 || 0.5793 | 0.5832 | 0.5871 | 0.5910 | 0.5948 | 0.5987 | 0.6026 | 0.6064 | 0.6103 | 0.6141
0.3 || 0.6179 | 0.6217 | 0.6255 | 0.6293 | 0.6331 | 0.6368 | 0.6406 | 0.6443 | 0.6480 | 0.6517
0.4 || 0.6554 | 0.6591 | 0.6628 | 0.6664 | 0.6700 | 0.6736 | 0.6772 | 0.6808 | 0.6844 | 0.6879
0.5 || 0.6915 | 0.6950 | 0.6985 | 0.7019 | 0.7054 | 0.7088 | 0.7123 | 0.7157 | 0.7190 | 0.7224
0.6 || 0.7257 | 0.7291 | 0.7324 | 0.7357 | 0.7389 | 0.7422 | 0.7454 | 0.7486 | 0.7517 | 0.7549
0.7 || 0.7580 | 0.7611 | 0.7642 | 0.7673 | 0.7704 | 0.7734 | 0.7764 | 0.7794 | 0.7823 | 0.7852
0.8 || 0.7881 | 0.7910 | 0.7939 | 0.7967 | 0.7995 | 0.8023 | 0.8051 | 0.8078 | 0.8106 | 0.8133
0.9 || 0.8159 | 0.8186 | 0.8212 | 0.8238 | 0.8264 | 0.8289 | 0.8315 | 0.8340 | 0.8365 | 0.8389
1.0 || 0.8413 | 0.8438 | 0.8461 | 0.8485 | 0.8508 | 0.8531 | 0.8554 | 0.8577 | 0.8599 | 0.8621
1.1 || 0.8643 | 0.8665 | 0.8686 | 0.8708 | 0.8729 | 0.8749 | 0.8770 | 0.8790 | 0.8810 | 0.8830
1.2 || 0.8849 | 0.8869 | 0.8888 | 0.8907 | 0.8925 | 0.8944 | 0.8962 | 0.8980 | 0.8997 | 0.9015
1.3 || 0.9032 | 0.9049 | 0.9066 | 0.9082 | 0.9099 | 0.9115 | 0.9131 | 0.9147 | 0.9162 | 0.9177
1.4 | 0.9192 | 0.9207 | 0.9222 | 0.9236 | 0.9251 | 0.9265 | 0.9279 | 0.9292 | 0.9306 | 0.9319
1.5 || 0.9332 | 0.9345 | 0.9357 | 0.9370 | 0.9382 | 0.9394 | 0.9406 | 0.9418 | 0.9429 | 0.9441
1.6 || 0.9452 | 0.9463 | 0.9474 | 0.9484 | 0.9495 | 0.9505 | 0.9515 | 0.9525 | 0.9535 | 0.9545
1.7 || 0.9554 | 0.9564 | 0.9573 | 0.9582 | 0.9591 | 0.9599 | 0.9608 | 0.9616 | 0.9625 | 0.9633
1.8 || 0.9641 | 0.9649 | 0.9656 | 0.9664 | 0.9671 | 0.9678 | 0.9686 | 0.9693 | 0.9699 | 0.9706
1.9 || 0.9713 | 0.9719 | 0.9726 | 0.9732 | 0.9738 | 0.9744 | 0.9750 | 0.9756 | 0.9761 | 0.9767
2.0 || 0.9772 | 0.9778 | 0.9783 | 0.9788 | 0.9793 | 0.9798 | 0.9803 | 0.9808 | 0.9812 | 0.9817
2.1 || 0.9821 | 0.9826 | 0.9830 | 0.9834 | 0.9838 | 0.9842 | 0.9846 | 0.9850 | 0.9854 | 0.9857
2.2 || 0.9861 | 0.9864 | 0.9868 | 0.9871 | 0.9875 | 0.9878 | 0.9881 | 0.9884 | 0.9887 | 0.9890
2.3 || 0.9893 | 0.9896 | 0.9898 | 0.9901 | 0.9904 | 0.9906 | 0.9909 | 0.9911 | 0.9913 | 0.9916
2.4 || 0.9918 | 0.9920 | 0.9922 | 0.9925 | 0.9927 | 0.9929 | 0.9931 | 0.9932 | 0.9934 | 0.9936
2.5 || 0.9938 | 0.9940 | 0.9941 | 0.9943 | 0.9945 | 0.9946 | 0.9948 | 0.9949 | 0.9951 | 0.9952
2.6 || 0.9953 | 0.9955 | 0.9956 | 0.9957 | 0.9959 | 0.9960 | 0.9961 | 0.9962 | 0.9963 | 0.9964
2.7 || 0.9965 | 0.9966 | 0.9967 | 0.9968 | 0.9969 | 0.9970 | 0.9971 | 0.9972 | 0.9973 | 0.9974
2.8 || 0.9974 | 0.9975 | 0.9976 | 0.9977 | 0.9977 | 0.9978 | 0.9979 | 0.9979 | 0.9980 | 0.9981
2.9 || 0.9981 | 0.9982 | 0.9982 | 0.9983 | 0.9984 | 0.9984 | 0.9985 | 0.9985 | 0.9986 | 0.9986
3.0 || 0.9987 | 0.9987 | 0.9987 | 0.9988 | 0.9988 | 0.9989 | 0.9989 | 0.9989 | 0.9990 | 0.9990

For instance, P[Z < 1.96] = 0.975.



