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Problem sheet 8

Problem 1

Let (X, d) be a compact metric space and B = B(X) the Borel o-algebra on
X. Let T: X — X measurable.

a. Let MT(X) be the set of T-invariant probability measures. Show that
MT(X) is convex.

b. Let € MT(X) and suppose that x is an extreme point, i.e., for all
distinct g1, po € MT(X) and for all ¢ € [0, 1] we have

p=rtur + (1 —t)ue = te{0,1}.

Show that pu is ergodic.

Hint: Argue by contradiction, i.e., suppose that p admits an invariant
set B € B such that u(B)(1 — u(B)) #0.

c. Let u € MT(X). Suppose that y is ergodic. Show that  is an extreme
point.

Hint: Suppose that t € (0,1) and p, u2 € MT(X) are distinct and
po=tpur + (1 —t)ps.
Let f € L'(X, B, u) be the Radon-Nikodym derivative of u1 with re-
spect to p and B = {f < 1}. Show that B € &7,.
Problem 2
Let pe N\ {1}, A={0,...,p— 1}, X = AN, B = B(X).

a. Let p be a shift-invariant ergodic probability measure on (X, 5). Show
that there exists a sequence (v, )pen of shift-invariant probability mea-
sures such that the following are true.

e For every n € N, v, assigns full measure to the orbit of a single
periodic point.

e lim, ,, v, = p in the weak-x topology, i.e.,

vfeCX): Tim vn(f) = u(f)-
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b. Let m € N and p1, ..., 4m be shift-invariant ergodic probability mea-
sures on (X, B). Let (t1,...,t,) € R™ be a probability vector. Show
that there exists a sequence (vy,)nen of shift-invariant probability mea-
sures such that the following are true.

e For every n € N, v, assigns full measure to the orbit of a single
periodic point.
o limy, ooy =D 4y i in the weak-* topology.

Problem 3

Let (X, d) be a compact metric space and T': X — X be a continuous map.

a. Two T-invariant Borel probability measures u, v are called (mutually)
singular if there exists A € B(X) such that

w(A)=1 and v(A)=0.
Show that if u # v are ergodic, then they are mutually singular.

b. Let p, v be T-invariant Borel probability measures. Suppose that there
exists C' > 0 so that

VieClX) f>0 = / fduSC’/ fdu
X X
Show that v is absolutely continuous with respect to pu.
Hint: Extend the estimate to indicator functions of open sets.

c. Suppose that p is an ergodic T-invariant Borel probabilty measure on
X and suppose that for every x € X, there exists C(z) > 0 so that

. 1 N—-1 .
Y EC() 20 = lmswp kZ:O J(T"2) < C(a) /X fdp.

Show that T is uniquely ergodic, i.e., p is the unique T-invariant Borel
probability measure on X.

Problem 4

Suppose that (X, d) is a compact metric space. Let B = B(X), u a Borel
probability measure on X. Suppose that T: X — X is measurable and
surjective and suppose that Ty = p. Define

X ={(zn)nez € XP:Vn € L: xps1 = T(zn)}.
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Let B be the smallest o-algebra containing all sets of the form
nlE] = {(l“n)nez eX:xz, € E} (n<0,E € B).

a. Show that there exists a unique probability measure [i on (X , l’;’) such
that
Vn < OVE, € T"B  [(n[En]) = p(Ey).

Hint: Note that for N € N and for every choice of Ej, € T%B (0 <
k < N) we have

N i N
() -x[Bx] = {(%)nez eX:z_ye() T_(N_k)E—k;-}

k=0 k=0
b. Let T: X — X denote the left-shift. Show that T*ﬂ = [i.

c¢. Show that (X, B, [, T) is an invertible dynamical system and (X, B, u, T')
is a factor.

d. Show that (X, V, i, T) is ergodic if and only if (X, B, u, T') is ergodic.

e. Suppose that (Y,C,v,S) is an invertible dynamical system and sup-
pose that (X, B, u,T) is a factor. Show that (X, B, i,T) is a factor
of (Y,C,v,S) and deduce that this property characterizes (X, B, 1, T')
uniquely up to isomorphism.

f.Let pe N, A={0,...,p—1}, X = AV, B = B(X). Let (p\9)senuo}
be a sequence of maps pl¥): A1 — [0, 1] satisfying

PO+ +pV(p-1)=1
and
vVl € NY(ayg,. .., ap) p(@(ao, ceap) = Zp(“l)(ao, ce,ag,a).
acA

Let pn be the probability measure on (X, B) uniquely determined by
the requirement that for all ¢ € N, £ € NU{0}, a = (ay, ..., as) € A!
we have

i ({(Zn)nen € X: V0 < k < Lagy = ap}) =P (a).

Similarly, one defines the Borel probability measure pz on (AZ7 B(A% ))
by letting ¢ vary in Z. Let o4 : X — X the left-shift on X. Show that

(AZ7 B(AZ)7 1z, G) = (Xa B~7 ﬂNv 6-:—)7
where o denotes the left-shift on AZ.



