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Solution 9.1

(a) 1. True. This corresponds to a renewal process with interarrival times distributed as U2,
where U is Uniformly distributed in [0, 3].

2. False. The first interarrival time has the law of the sum of to Uniform random variables,
whereas the rest have the law of a Uniform random variable.

3. True. This corresponds to a renewal process with interarrival times distributed as
U? + V2 where U,V are Uniformly distributed in [0, 3].

4. True. This corresponds to the renewal process with 77 = 1 almost surely.
5. False. The inter arrival times are not identically distributed.
(b) 1. True. Since T} ~ Exp(\), we have for all t > 0, Ny ~ Pois(At) by Proposition 4.1. Hence,
m(t) = E[Ny] = Xt =t/p.
2. False. It suffices to show that for ¢t <1,

m(t) =E[N] =) PN, >k => PTy+...+ T <t]=e' —1#2=t/p
k>1 k>1

=tk /k!

Here, we have used that P[T} + ... + Ty < t] = t*/k! for t < 1, which can easily be
proven by induction. Indeed, P[T} < t] =t and then

t
P[T1++Tk§t]:/ ]P)[T1++Tk_1§t—8]d5
0

= /t(t —8)F (k- 1)l ds = t* /R
0

3. True. This follows from the elementary renewal theorem.
4. True. This follows from Blackwell’s renewal theorem

5. False. This is not true in general. See Exercise 8.4 (e) for a correct statement.

Solution 9.2
For clarity of notation, we denote by G; the Lebesgue-Stieltjes measure defined by the function
G; : RT — RT (extended to a right-continuous, non-decreasing function on R by setting G;(t) = 0
for t < 0). In particular, G;({0}) = G;(0). For 0 < s < ¢, we write f: h(r)dG;(r) for the integral
over [s,t] and f; h(r)dG;(r) for the integral over (s, ].
(a) Fort >0,
o

t
: N o_ 1 o ~ : I ~
1tl/n\?t G+ Ga(t') = tlllglt/o G1(t' — s)dGa(s) + tl/lglt G1(t' — s)dGa(s)

t+

=0
t
— 3 I _ ~ —
_ /O Jim, G (# = 5) dCia(s) = G  Ga(®),
=G1(t—s)
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where we have used the monotonicity and right-continuity of G;. This establishes the
right-continuity of Gy * Go. To obtain monotonicity, we note that for ¢’ > ¢ > 0,

¢

Gy xGa(t') — Gy xGa(t) = | Gi(t' — s)dGa(s) + /Ot (G1(t' = s) — G1(t — 5)) dGa(s) > 0
>0

t+

>0

Finally, for ¢t > 0,

t—s
G1 *G2 / G1 t— S dGQ / / dG1 dGQ( )

= / (G1 ® Gg)(r, s)
{(r,s)€[0,t]% : r+s<t}
t—r
/ / dG2 dGl( ) G2 * Gl(t),

where we have used Tonelli’s theorem and we have written él ® éz for the product measure.

(b) First, by part (a), G1 x G is a right-continuous, non-decreasing function from Rt to RT, and

—~—

so the associated Lebesgue-Stieltjes measure G * Go is well-defined. Second, we define the
measurable map f : R?2 — R by f(x,y) :=  + y and claim that G/l_;_ég = f#(G1 ® Go),
where f#(él ® ég) denotes the push-forward of the product measure of G1 and Gs. Indeed,
for t > 0 we have as in part (a)

Gr v Ga([0,4]) = Gy # Galt) = / (G @ Ca)(r, ),
{(r,s):0<r+s<t}

and so the measure agree on sets of the form [0,¢]. This extends to sets of the form (s,t] by
taking differences and to B(R) by a Dynkin argument. Finally, for h: RT™ — R and ¢ > 0,

(h*Gl)*GQ(t):/O (h*Gl) (t*S dGQ / / B t*S*T’)dGl( )dGQ( )
= / h(t — (r + s))d(G1 ® GQ)(T, s)
{(r,s): 0<r+s<t}

- /0 h(t — w)d(Gy % Ga)(u) = h + (Gy * Ga) (1),

—~—

where we have used the change-of-variables formula and the equality of the measures G * G4

and f#(G1 ® Gs).

Solution 9.3 Fix z,t > 0. We can separate a,(t) into two parts, one for the probability if there
has already been a renewal before time ¢, and one if that hasn’t occurred:

a;(t) =PIy >t, Ay <z]+P[Th <t A <. (1)
Now we analyze each term separately. The first term can be directly expressed as
P[Ty >t,t <z|=1<,(1 - F(t)). (2)

For the second term, we exploit the renewal structure of the process. Observe that A; is measurable
with respect to (11,75, ...): by definition, we have A; = ¢4(T1,T5,...), where

Yeltita, ) = D Liygottnstir bt st (E = (b4 ). (3)
n>0
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Notice that for every s < t, ¥.(s,ta,...) = ¥y_s(t2,...). Using this observation, we find

P[Tlgt,AtSJ?]:

=

[Tl St,’(/)t(Tl,Tg,...) SJ}] (4)

:/O P [t (s, Ty, ...) < 2] dF(s) (5)
:/0 P [hyo(To,...) < a] dF(s) (6)
:/0 az(t — $)dF(s) = (ag * F)(t) (7)

Thus az(t) = i<z (1 — F(t)) + (az * F)(t).

Solution 9.4 Let S, =T, + ...+ T}. Fort > 0,

P[Y; = 1]
Y, = 1,7y > ] + P[Y; = 1, Ty <1

P
]P)[Ul > t] +E [Zkzo l{sk§t<5k+Uk+1}l{T1St}:|
P

g(t)

[Ul > t] +E [Zk21 1{T1+Sk7$1St<T1+Sk*51+Uk+1}} )
where 77 is independent of Sy, — S1 and of Uy,1, and Sx — S @ Si_1 for k > 1. This implies that
t
g(t) = P[Ul > t] +/O E [EkZI l{Sk—lﬁt*S<Sk—1+Uk+1}} dF(S)

= h(t)+ /0 g(t — s)dF(s).
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