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A stochastic process in Genetics

Chromosome
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On the road




In Finance
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In Geneva
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Setup:
e (Q,F,P) probability space.

o (S,8) measured space. "state space"

Reminder: Random Variable

A random variable in S is a measurable map

X: Q-8
Q X = “random point in S".
Examples:
o S={-1,1},
1 . .
PX =-1]=PX =1] = 5 "Coin Flip".

e S=R, X ~N(0,1).
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o (S,8) measured space. "state space"

Definition
A discrete-time stochastic process in S is a sequence X = (X, )pnen of random

variables in S.

Q' Discrete stochastic process = “random sequence’.

Examples:
0 (Xn)nen iid coinflips.
® (Sn)nen Where Sy, = X1 + -+ + Xp. “ random walk”

o (Mn)neny martingale.
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Mathematical definition

Setup:
o (Q, F,P) probability space.

@ (S,S) measured space. "state space"

Definition
A continuous-time stochastic process in S is a collection X = (X,g)teRJr of random
variables in S.

Q' Continuous Stochastic Process = “random function”.



Applications

X, € {pC, T, 6] { >y € R
TN .
(X) e ” LDOHIQ,
nlaen . . © Bamnam Mok

“OARK OV CHAINT
z
X, ¢ 2 e €K
(Xn>nc|nl U‘L)HL
”?M)DOM \)(}ALK'\\ SUL E  froces

(ki) € %(®7)
ke,

Po1ssonN PROCESS

RS ) (Mt>¥€l2, . OLA
Np = mubmbea &cmﬁ 0850 A
Pared (ee dinimg Lot )
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g A W N

Goals

. Markov Chains

. Renewal Processes

. Poisson Point Processes

. Standard Poisson Processes

. Continuous-time Markov Chains

o For the five stochatic processes above:
=» Formal definition,
=» Simulation/existence,
=» Basic properties, transformations, symmetries,
=» Asymptotic behaviour,
=» Applications.

Strengthen probability language/intuition.

Clear understanding of key results.

Connection with other fields of mathematics.

Prepare to Brownian Motion.



