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Exercise 13.1 Let X be a Lévy process with values in R? and f,(u) := E[e™ X1).
Recall that X is stochastically continuous, i.e., the map t — X, is continuous
in probability, and that fi s(u) = fi(u)fs(u) and fy(u) = 1 for all s,¢ > 0 and
u € RY.

(a) Show that f(u)" = fns(u) and fi(u) = fin(u)” for all n € N and s, > 0.
(b) Show that ¢ — fi(u) is right-continuous and f;(u) # 0 for all £ > 0 and u € R%.

(c) By using the central limit theorem, express a standard normal random variable
Z as a weak limit of standardised compound Poisson random variables. Make
the approximation as explicit as possible in terms of the compound Poisson
distributions.

Solution 13.1

(a) It follows by induction on n and from fi,s(u) = fi(u)fs(u) that fo(u)" = frs(u)
for any s > 0 and n € N. The second claim follows by setting s = t/n.

(b) Right-continuity of ¢t — f;(u) follows immediately from right-continuity of X
and the dominated convergence theorem. Assume that f;(u) = 0 for some ¢ > 0
and u € R?. Then it follows that Jim(u)™ = fi(u) =0, so that f/,(u) = 0 for
all n € N. Taking n — oo, we obtain a contradiction to the right-continuity at
0 because fy(u) = 1.

(¢) Recall that a random variable Y is a compound Poisson random variable if it
can be written as

N
Y = Z Xi7
i=1
where N is a Poisson random variable with rate A > 0, and X, X5,... are

i.i.d. random variables independent of N. Let F[X;] := ux and Var[X;] := 0%,
which we assume are both finite. Now we have

E[éX N]
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Similarly, we have

E[Y) =E +2FE

E[ S XX

N
E[ZXZ? N]
i=1 1<i<yj<N

= E[N]E[X?] + E[N(N — 1) E[X\]?,

gl

where the last step uses independence of X; and X;, and that there are

(g) = w pairs of (7,7) with 1 <i < j < N. Therefore, we have

[
= E[N]E[X}] + E[N*E[X,)* — E[N]E[X,]* — E[N]?E[X,]?
E[N]Var[X;] + Var[N]E[X,]?

(Var[X,] + E[X1]?)

E[X?).

Now let Y7, Y5,... beii.d. copies of Y. For each n € N, define the sum

S, = Z Y.
i=1
Then
E[S,] = nE[Y] = nA\ux
and

Var[S,] = nVar[Y] = nA\E[X7].
For the central limit theorem to be non-trivial, we require Var[Y] > 0, so that
A > 0 and E[X?] > 0, i.e. X; is not almost surely zero. The central limit
theorem then guarantees that, weakly as n — oo,
Sp— E[S,] Sy —nE[Y] S, —n\ux
Var[S,] nVar[Y] VnApx

— Z,
as required.

Exercise 13.2 Assume that X = (X;);>0 is a real-valued Lévy process with respect
to F = (F)i=0 and P and 7 is a bounded stopping time. Using only the definition of
a Lévy process, show that for all w € R and 0 < s < t, we have

E [eiuX7-+t]

- __ - F uXi s )
E[GZUX‘F+S] [6 ]

Solution 13.2 We can always write X, ; — Xr1s = Xo o1 1) — X7y, and if 7 is
deterministic, this is independent of X, ,, and has the same distribution as X; ;.
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This also holds for a bounded stopping time 7, but then we use more than the
definition of a Lévy process. So we approximate 7 and then pass to the limit.

To that end, for each j, k € N define the set
AP = {(k—1)277 <7 < k277} € Fras.

Then define the stopping time

Oo .
= Z k2_]1A(j).
k=1 .

This 7; is indeed a stopping time since for any ¢ > 0, there is a unique K € N with
(K —1)277 <t < K277, and so

{m <t} :U EJ:KlQJC]:t

Moreover, one can see that 7; | 7 P-a.s. as j — oo. Now fix 0 < s < t. Since
7; L 7 P-a.s. as j — 00, we have by the right-continuity of X that e Xmyrt _y piuXrg
P-a.s. as j — 00. As these random variables are bounded by 1, we may apply the
dominated convergence theorem to get for any u € R that

E[equH.t] o hm E[ uX +t] _ hm ZE kaz i+t] (J)]

Now for each 7, k € N, we write
wX, ,—j (X, o—j =X 0—j wX, 5
E[e k2 J+t1AI<€j)] — E[e (Xpo—i ye—Xpo J+s)e k2 J+31Al(j>]
_ (X po—j = Xpo—j1s) WX, 5—j. ]
— E[e k2—J 4tV k2= 4 ]E[e k2—d+ 1A,(€])]’

where the last step uses that the increment Xjo-;j; — Xyo-ji s is independent of
Fro-ivs and e“Xrz—its1 A 18 Fro—sy-measurable. As X has stationary increments,
k

we have
E[ei“(xkrj-s-tkarﬂ-s)] = E[ei“Xf—S].

So putting the pieces together, we get

Ele™*+t] = Ble™Xt=2] lim Z Ele"¥k2i+:1 (])]

]—>oo

— E[ uXy_— s] lim E[ wX] ]
j—00
_ E[eiuX,g,S]E[eiuXTJrs]7
where the last step again uses the dominated convergence theorem. This completes
the proof.

Exercise 13.3
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(a) Let v be a finite non-trivial measure supported on [, 00) for some € > 0, and
set A 1= i7([e,00)) > 0. Suppose that (N;)so is a Poisson process with rate A
and (Yn)neN are i.i.d. random variables with distribution A\~!7. Check using
Exercise 12.2(a) that the process Jt; = Zj-v:tl )7] is a Lévy process with Lévy
triplet (b,0, ), where b = [ 11 qy(2)z do(z).

(b) Suppose that & has compact support, i.e., 7((K,00)) = 0 for some K € (0, 00),
so that v([e, K]) = X. Find a constant > 0 such that the process M defined
by B B
My = J/ —ut
is a martingale. If 7 is not compactly supported, under what assumption can
we find such a constant p?

(c) For some K > 0, let v be a measure supported on [0, K| such that v({0}) =0
and v((e, K]) < oo for each € > 0. Let (@, )men, be a sequence such that ag = K
and a,, | 0, and let (v,,)men be a sequence of measures that are absolutely
continuous with respect to v with respective densities dcll’—;" = L(amam - AS
in part (a), for each m € N, let (N/")i=0 be a Poisson process with rate
Cr := v((am, am-1]) and (Y,"),en be ii.d. random variables with distribution

C1v,,. We suppose that the N™ and Y,™ are all independent, and define J*™
and M as in parts (a) and (b).

Show that for each k € N, the process J* := ¢ _| J¥m is Lévy and find its
Lévy triplet. Find a constant py, such that M} := JF — u,t is a martingale.

(d) Suppose that [ 22dv(z) < oo. For any T > 0, show that the sequence of
stopped martingales ((M*)T),en converges in H3.

(e) Under the assumption in part (d), does (J*)pen converge?

Solution 13.3

(a) This is an immediate check from Exercise 12.2(a). Note that J” i 1s a compound
Poisson process, where the jumps Y,, have distribution F = \~'7. Therefore,
JV is a Lévy process with triplet (b, 0, A\A"'%) = (b, 0, 7)), as required.

(b) Note that (J” — pl)i0 is a Lévy process for any p > 0. Moreover, JV e Lt
because J” is a compound Poisson process and Y1 € L', since it has compact
support. Therefore, it is enough to check that F [Jl ] = 0. Indeed, we have
by independence that
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For pu = [X 2 dp(x), we thus have that .J? — j1 is integrable with E[JV — u] = 0.
Therefore, M Vis a martingale by Proposition 5.2.2 of the notes. If v is not
compactly supported, we can still find p = [7° 2 dP(z) by the same argument,
as long as the integral is finite.

It follows immediately from part (a) that each JY™ is a Lévy process with
triplet (b, 0, v,). Moreover, the (J"™),,en are independent by construction.
One easily checks that the sum of independent Lévy processes J* := S°2F _ Jvm
is also Lévy. Moreover, J* has the Lévy triplet (bg, 0,5 _ v,) = (b, 0,74,
where Dy, has density % = 1(,, ] and b= [ 1_1 1) (z)z dog(x). Asin (b), we
have that py is given by

Ui = /xdﬁk(x) = /1(am7K](x)x dv(x).

We show that (M*)gcy is a Cauchy sequence in H3. Note first that we have
IMT |32 = E[[M]r] and each M" has finite variation. Also, by independence,
the probability of two of the processes J“», J¥=" jumping simultaneously is 0.
Therefore, for k' > k, we can compute

E[[M¥ — MMz = E| S AMY - M’“)?]

L0<s<T

> iWAﬂwﬂ

L 0<s<T m=k+1

—E_figamﬂﬂ

L m=k+1 n=1
K I n
£ dleffoe] ]
m=k-+1 L n=1 ;Z:N:TF”
W -
— Z E N?z()\m)_l/l(amam_ﬂ(x)x2 dy(x)l
m=k+1 L
k/
= > /1(am,am7ﬂ(x):c2dy(x)
m=k+1

— /1(%,7%}@)952 dv(x)

< [ Vpag(@)e® dvia)

Since we assume that [ 22 dv(x) < oo, it follows from the dominated conver-
gence theorem that limy o supysy, E[[M* — M*)7] = 0. Thus ((M*)T)sey is
a Cauchy sequence in HZ and is therefore convergent.

(e) No, (J*)ren is not convergent in general. As a counterexample, we let v

have density with respect to Lebesgue measure dlé—(;) = 1(o1(x)z 2. Setting
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a., = e~ ™, we have that
1
Ui = /% vt dr = [logz)lv = k — oo.

As ((M*)M)en converges in H2, in particular (MF) converges in probability.
But since (g )ren diverges, it follows that (J*)gey cannot converge, as claimed.
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