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Exercise 7.1 Let M € Mj)o.. Establish the following properties.

(a)

(b)
()

()

There exists a localising sequence (7,,)nen for M such that for each n € N, the
stopped process M ™ is a uniformly integrable martingale.

If 7 is a stopping time, then M7 € M jqc.

Let (7,)nen be a localising sequence for M and (0,).en be a sequence of
stopping times with o, T oo P-a.s. Then (7, A 0,)nen is also a localising
sequence for M.

The space My o is a vector space.

Solution 7.1

(a)

Let (T,) be a localising sequence for M and for each n € N, define 7,, := T, An.
Then (7,)nen is a sequence of stopping times with 7,, T oo P-a.s. Now for each
n € N, we can write M™ = (M. 7,);>0. Since M is a martingale, it follows
that M™ is martingale closed on the right and thus uniformly integrable, as

required.

Let (7,)nen be a localising sequence for M. So for each n € N, M™ is a
martingale. Then by Exercise 4.2(b), we have that (M™)" is also a martingale.
But (M™)™ = (M7)™, which shows that M7 is indeed a local martingale with
localising sequence (7, )nen-

Note that (7, A 0,)nen is a sequence of stopping times with 7, A o, T 0o P-a.s.
So by the same reasoning as in part (b), we have that M™"» = (M™)" is a
martingale for each n € N, and thus (7, A 0, )nen is a localising sequence for
M.

Let (7,)nen be a localising sequence for M. For A € R, AM™ is still a
martingale for each n € N by linearity of the conditional expectation, and thus
AM € Mgjoc (with localising sequence (7,)nen). Now take N € Mo with
localising sequence (0, )nen. By part (¢), M™"%» and N™"% are martingales
for each n € N, and thus so is M™"" 4+ N™" = (M + N)™" o It follows
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that M + N € Mo with localising sequence (7, A 0 )nen. As 0 € Mg joc, We
have shown that M. is indeed a vector space, as required.

Exercise 7.2 Suppose that M € Mg, with [M] = 0. Show that M = 0 in the
sense that M is indistinguishable from the 0 process.

Solution 7.2 By Theorem 4.1.9(2), we have that for each ¢t > 0, AM; = (AM;)? =0,
and thus M is continuous, i.e. M € MG,,.. Now let (74 )ren be a localising sequence
for M. For each k € N, consider the stopping time

o :=inf{t > 0: | M| > k}.

As My = 0 and M is continuous, it follows that (o )xen is a sequence of stopping times
such that o T 0o P-a.s. By Exercise 7.1(c), we have that T} := 7 A 0y, is a localising
sequence for M. Note that by construction of oy, the martingale M7+ is bounded
by k, and in particular M7k is square-integrable. By Theorem 4.1.9(4), we have
[M7™x] = [M]™ = 0, and by Theorem 4.1.9(5), we have that (M7+)? = (MT#)? — [M7k]
is a martingale. So for each ¢t > 0,

E[(M;*)*] = E[(Mg*)*] = 0,

and thus M * = 0 P-a.s. Letting k¥ — oo shows that M, = 0 P-a.s. By taking a
countable intersection we can see that

P[Mt:Oforallt€@+]:1

Since M is continuous, this implies that M is indistinguishable from the 0 process,
which completes the proof.

Exercise 7.3 Let M € H3. Show that b€ is dense in L?(M).

Hint: Equip Q = Q x [0, 00) with the predictable o-algebra P. Let C := E[MZ2] and
consider the probability measure Pyy = C7*P @ [M] on (Q,P). Let (I1,)nen be an
increasing sequence of partitions of [0, 00) with lim,_, |II,| = 0. Use the martingale
convergence theorem on (Q, P, Py) with respect to the discrete filtration (P, )nen

defined by
Pn = U({Al X (tiati—H] it € HnaAz S Fm})

Solution 7.3 We first note that L*(M) = L3, , since both are equal to the set of
(equivalence classes of) predictable processes H such that

|y = B[ [~ F2a(0M).] = CEWI?) = CIE <.
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Let H € L*(M). We want to approximate H by elements of b€. Since H1gpy<,y — H
in L?(M) by the dominated convergence theorem, we only need to approximate each
H1{g<ny- Thus we assume without loss of generality that H is bounded.

Define a Py-martingale (H,)nen adapted to (Pp)neny by H™ := Ey[H | Py]. Since
H e L}, = L*(M), we have that (H")ney is an L3, -bounded martingale. Let
Poo = 0(Unen Pn) and H® := E[H | Py]. By the martingale convergence theorem,
we have that H" — H* Py-a.s. and in L} .

We claim that P, = P and that H™ € b€ for each n € N. If this holds, then we can
approximate H = H> in L} = L?*(M) as the limit of (H"),en, where H" € b€ for
each n € N. Thus, the two claims imply the result.

To show that Py, = P, we first note that P, C P for each n € N. Indeed, let
H = 14,144, for some t; € 1, and A; € F;,. As H is adapted and left-continuous,
it is predictable, i.e., P-measurable, and so P, C P. Taking the union gives
Ps CP.

For the reverse inclusion P C P, we show that any left-continuous adapted process
H is P, -measurable. To this end, define

= > L He,
ti€l,
which is P,-measurable, hence also P,-measurable for each n € N. For all ¢ > 0 and
n € N, we have that H"( ) = Ht(n)( w), where t(n) := max{t; € II,, : t; < t}. We
have that £(n) is increasing in n, since (II,,)qen is an increasing sequence. Moreover,
t(n) 1t since |II,| | 0. As H is left-continuous, we conclude that HMw w) — Hy(w )
for all t > 0 and w € ). Therefore, as each H" is P,-measurable, so is H. We have
thus shown that P,, = P, as claimed.

It remains to show that H" € b€ for each n € N. For this we give two proofs.

Proof 1: Note that H" = Ey[H | P,] is bounded since H is. As H" is P,-measurable,
the result follows if we show that every bounded P,-measurable process belongs to
bE. To this end, we use the monotone class theorem. Let

M = {1Ai1(ti7ti+l] : tl - HnaAz c ‘Ftb}
and
H = {ﬁ = Z Zilg, 100 ¢ £ bounded and .Ei-measurable} .
t;€ll,,

It is clear that M is closed under products, generates P,, and is contained in H.
Moreover, H is a vector space and contains 1. To see that H is closed under
bounded monotone Convergence let H > H™ 1 H. Then, it must be the case that
Z" = Hp' 1 Ht w1 = Z;, where Z; is bounded and JF;,-measurable. Moreover,
since

Ht—hmH —hmH()—Ht(n) t>0,

m—o0 m—r00
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we see that N
H = Z Zilg ) €M
ti€ll,
Therefore, by the monotone class theorem, H contains all bounded P,-measurable
processes. Since ‘H C b€, we have shown that every bounded P,-measurable process
belongs to b€, as required.

Proof 2: We claim that H* = >, 51, Lite(tt,1)3Zi for each n € N, where

it1]

E[fy " H, (M), | Fi]

4= B, — (D | R

i+1
If this holds, then H" € b€, as Z; is bounded and F;,-measurable.

Set K := Y. em, Liett i3 Zi- To show that K" = Ey[H | P,] = H", first note
that K™ is P,-measurable. We also have that {A; x (t;,t;11] : t; € I, A; € F, } is

a m-system generating P,. Therefore, it suffices to check that for each ¢; € II,, and
A; € Fy, we have En[1a, ;K" = Enm[1a, <t H]. So we write

g

‘ [ By Hyd(M)u | F]
/0 "E[(M),,, — (M), | Fi

== EM[lAiX(ti,ti+1]Kn]7

it1]

i tit1
Ent[ Lty H) = CE |14, [ Hud(M>u]

(3

[ tit1
—C'E 1AiE[ " H, (M),

ti

= CilE 1{S€(ti,ti+1}} d<M>3

141

as claimed. This completes the proof.

Exercise 7.4 For M € M§,,., we denote by L7, (M) the space of all predictable

processes for which there exists a sequence of stopping times (7,,)nen such that
7, T oo P-a.s. and E[f;" H2d({M),] < oo for each n € N.

s

(a) Let H be predictable. Show that

t
Hel} (M) — / H?d{M), < oo P-a.s. for each t > 0.
0

loc

(b) Show that for any continuous semimartingale X, any adapted RCLL process H
and any sequence of partitions (II,,)nen of [0, 00) with Jim 11| = 0, we have

| HoodXo = lim S0 Hy (X0 = Xon) ucp.

t;ell,

where ucp stands for uniformly on compacts in probability.
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(c) Find an adapted process with right-continuous paths which is not locally
bounded.

Solution 7.4
(a) For the forward direction, let H € L% (M) and let (7,,)nen be a corresponding

loc
localising sequence. So for each n € N, we have

P[/OT"H§d<M>S<oo] ~1.
Fix any t > 0. For each n € N, we have
P{/;Hfd(M}szoo} :P[{/OtHfd(M>5:oo}ﬂ{Tn gt}]
+Pl{/0tH52d<M>S:oo}ﬂ{Tn _

< Plr, < ] +PH /0 H2 (M), = oo} N{r, >t}
< Plr, <]+ P[ OT” 72 d(M), = oo]
= P[r, <t].

Thus, we conclude that
t
PU H2d(M), — oo} < lim Pr, <] =0,
0 n oo
Conversely, let H be predictable such that
t
/ H?d{M), < oo P-as. for each t > 0. (1)
0
Consider the sequence of stopping times (7, ),en defined by

t
T, = inf {t > O‘ / H?d({M), > n}
0

From (1), we obtain 7,, T oo P-a.s. Moreover, by the definition of 7,, and the
(left)-continuity of [ H d{M), we have for each n € N that

E[/T H§d<M)4 <n <.
0

This completes the proof.
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(b)

For each n € N, set
Hn = Z Hti 1(ti7tz‘+1]'

t; €Il
For all ¢ > 0, we have

t
(H" o X)i= [ HEaX, = 3 Hy (Xm0 = Xind):

t; €Il

By construction of H", we have H™ — H_ pointwise. Also, since H_ is left-
continuous and adapted, so is H*, where H; := supyc, |H,—|. Thus H* is
also locally bounded. Now we have |H" — H_| < 2H*, and so we can apply
Theorem 4.2.23 to get the result.

Let (2, F, P) be a probability space such that there exists a random variable
Z ~ N(0,1) which is F-measurable. Fix some u > 0 and consider the process
X = (X¢)i=0 given by

X; = Zl[u’oo) (t).

Let F = F¥X be the filtration generated by the process X. By construction, X
is right-continuous and F-adapted. Suppose for contradiction that X is locally
bounded. Let (7;,),en be a sequence of stopping times such that 7, T oo P-a.s.
and X™ is bounded. Since X; = 0 for ¢ < u, we have that F; is P-trivial for all
t <wu. So for each t <uw and n € N, P[r,, < t] € {0,1} since {r,, <t} € F; as
T, is a stopping time. Now we can write {7, < u} = Up_;{7, <u— L}, and
so P[r, < u] = limy, o0 P[r, < u— 1] € {0,1}. But as {0,1} 3 Plr, <u] = 0
as n — oo, there exists N € N such that for all n > N, P[r,, < u] =0. In
particular, we have P[ry < u] = 0, so that P[ry > u] = 1. Therefore, we
have that XV = X,, = Z. But this implies that Z is bounded, which is a
contradiction as Z ~ N(0,1). This completes the proof.
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