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Exercise 2.1 (Weierstrass theorem [1])

(a) Construct a sequence of polynomials converges pointwisely but not uniformly on [0, 1].

(b) Construct a sequence of polynomials converges uniformly to x 7→ |x| on [−1, 1]. (Hint:
Corollary 2.3. in [1])

(c) Prove that ReLU can be approximated uniformly by polynomials on [−1, 1].

(d) Use the universal approximation theory of shallow neural networks on [0, 1] to prove the
Weierstrass theorem.

Exercise 2.2 (Networks on discrete path spaces)

(a) Describe the space of paths ω : {1, . . . , T} → Rd as RdT .

(b) Describe a shallow neural network, which depends on value at time t and on path information
up to time t. Formulate a universal approximation theorem in this setting.

Exercise 2.3 (Linear Operators) Let K be a compact subset of Rd.

(a) Let µ be a finite Borel measure on K. Prove that

Lµ(f) :=
∫

K

f(x)µ(dx) (1)

for f ∈ C(K,R) is a bounded linear functional.

(b) Let L be a positive linear functional on C(K,R), i.e. L(f) ≥ 0 for f ≥ 0. Prove that L is
continuous.

Exercise 2.4 (Point-separating families)

(a) Let K be a compact subset of Rd. Prove that

F :=
{

C(K,R) ∋ f 7→
n∑

i=1
λif(xi) | λi ∈ R, n ∈ N, xi ∈ K, i = 1, 2, ..., n

}
(2)

is point separating and additive.

(b) Prove that

F :=
{

C1
0([0, 1],R) ∋ X 7→

n∑
i=1

λi

∫
tidXt ∈ R: ∀λi ∈ R, n ∈ N

}
is a point-separating vector space. C1

0([0, 1],R) is the space of the C1 function f on [0, 1] with
f(0) = 0.

Exercise 2.5 (Controlled ODEs as features on the path space) We aim to demonstrate that
controlled ODEs define (non-linear) features on a path space, which we shall fix to C1([0, T ],Rd)).
See notebook 1 for details.
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