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Exercise 3.1 (Hölder-continuous functions as a weighted space) Fix p ∈]0, 1] and consider
the Hölder space Cp = Cp([0, 1],Rd) of continuous function which are p-Hölder continuous, equipped
with the uniform norm ∥·∥∞. Denote by

∥ω∥p:= |ω(0)|+ sup
t̸=s

|ω(t) − ω(s)|
|t − s|p

the Hölder norm on this space. Prove that this is a weighted space, under the topology induced by
the uniform norm, with weight function

ρ(ω) := 1 + ∥ω∥p, ∀ω ∈ Cp.

Exercise 3.2 (Controlled ODEs) Consider the controlled ODE: X0 = x ∈ R

dXθ
t = V θ(t, Xθ

t )dt, t ∈ [0, T ]. (1)

(a) Let

at = ∂Xθ
T

∂Xθ
t

. (2)

Prove that
d

dt
at = −∂V θ

∂x
(t, Xθ

t ) · at, aT = 1, (3)

and relate at with Jt,T in the lecture notebook.

(b) Prove that
d

dt
(∂Xθ

t

∂θ
at) = at

∂V θ

∂θ
(t, Xθ

t ), (4)

and
∂Xθ

T

∂θ
= −

∫ 0

T

∂Xθ
T

∂Xθ
t

· ∂V θ

∂θ
(t, Xθ

t )dt. (5)

(c) Is every feedforward neural network a discretization of controlled ODE?

Exercise 3.3 (Solution of CODEs as features) This exercise exemplifies how, for any input
curve u, the solution of the associated controlled ODE (CODE) is a (non-trivial) feature of u.
Consider any control u ∈ C1([0, 1],R) and define for t ∈ [0, 1] the linear CODE

dXt = (λXt + ut)dt, X0 = x

where λ ∈ R.

(a) Solve the system for a generic u ∈ C1([0, 1],R).

(b) Explicitly compute the solution for u = sin.

Exercise 3.4 (Dependence of a non-linear ODE on the starting value) For t ∈ [0, 1],
consider the ODE

dXt = sin(Xt)dt, X0 = x

Compute the value of ∂xXt in two different ways, respectively
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(a) by direct calculation;

(b) using the operator Js,t introduced in the lecture notebook.
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